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Abstract

Explainable AI is increasingly employing argumentation
methods to facilitate interactive explanations between AI
agents and human users. While existing approaches typically
rely on predetermined human user models, there remains a
critical gap in dynamically learning and updating these mod-
els during interactions. In this paper, we present a framework
that enables AI agents to adapt their understanding of human
users through argumentation-based dialogues. Our approach,
called Persona, draws on prospect theory and integrates a
probability weighting function with a Bayesian belief update
mechanism that refines a probability distribution over possi-
ble human models based on exchanged arguments. Through
empirical evaluations with human users in an applied argu-
mentation setting, we demonstrate that Persona effectively
captures evolving human beliefs, facilitates personalized in-
teractions, and outperforms state-of-the-art methods.

Resources — https://github.com/YODA-Lab/Persona

Introduction
As AI systems become more integrated into real-world ap-
plications, the need for transparency and trust in human-
AI interactions grows. Explainable AI (XAI) addresses this
need by focusing on generating understandable explanations
for human users that foster trust and accountability (Gun-
ning and Aha 2019). A key paradigm within XAI is argu-
mentation (Čyras et al. 2021), which enables interactive,
dialogue-based explanation processes between AI agents
and human users. These processes offer improved clarity and
foster stronger human-AI interactions.

A core assumption in most existing argumentation-based
XAI work is that the AI agent has a static, deterministic
model of the human user that it uses in its deliberative pro-
cesses. While assuming the AI agent has access to an a-priori
human model has its advantages (Sreedharan, Chakraborti,
and Kambhampati 2021; Vasileiou, Previti, and Yeoh 2021),
this approach often falls short of capturing the intricate com-
plexities of real-world interactions. It is not only likely that
humans hold beliefs at different levels of granularity and
with varying degrees of certainty, but also that their beliefs
evolve dynamically over time. Such simplifications can lead
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to significant misalignments between AI agents and human
users (Russell 2019), as the AI agent might base its decisions
or explanations on an inaccurate or incomplete understand-
ing of the human.

As a step towards addressing this issue, in this paper, we
propose a novel approach that enables AI agents to adapt
their decisions and explanations based on a dynamic un-
derstanding of human mental states. Our method represents
human models as probability distributions that are contin-
uously refined through ongoing argumentative interactions,
building upon established frameworks in computational ar-
gumentation (Gordon 1994; Parsons, Wooldridge, and Am-
goud 2003; Prakken 2006; Hunter 2015, 2016; Rago, Li, and
Toni 2023; Vasileiou et al. 2024). Our proposed framework,
Personalized Human Model Approximations (Persona), in-
tegrates two key components to achieve this goal. First, it
employs a Bayesian belief update mechanism that system-
atically refines the human model based on observed interac-
tion patterns. Second, it incorporates a probability weighting
function derived from prospect theory (Tversky and Kahne-
man 1992), which accounts for human tendencies to over-
weight low probabilities and underweight high probabili-
ties in decision-making contexts. This dual approach enables
Persona to offer personalized interactions by capturing indi-
vidual differences in how users evaluate probabilistic infor-
mation during argumentative exchanges.

Furthermore, we conduct an extensive evaluation of our
approach using real argumentation-based dialogue traces
collected via a human-subject study. Our results show that
Persona not only effectively captures and updates human
models, but it also outperforms existing state-of-the-art
argumentation-based methods.

The main contributions of this paper are as follows:

• We introduce Persona, a novel framework for approxi-
mating and updating a probabilistic human model through
argumentation-based dialogue traces. Our framework in-
corporates a prospect-theory-inspired probability weight-
ing function with a Bayesian belief update mechanism.

• We conduct a human-subject study on an argumentation-
based dialogue scenario and collect dialogue traces in-
volving human users. We empirically evaluate the effec-
tiveness of our approach on these traces and demonstrate
its ability to capture evolving human models and facilitate



personalized interactions, while also outperforming state-
of-the-art methods.

Related Work
Argumentation-based Dialogues
According to the influential work by Walton and Krabbe
(1995), dialogues can be categorized based on the knowl-
edge of the participants, the objectives they wish to achieve
through the dialogue, and the rules that are intended to gov-
ern the dialogue. Contextual to each type, each dialogue re-
volves around a topic, typically a proposition, that is the
subject matter of discussion. Related dialogue types in-
clude: Persuasion (Gordon 1994; Prakken 2006), where an
agent attempts to convince another agent to accept a proposi-
tion they initially do not hold; information-seeking (Parsons,
Wooldridge, and Amgoud 2003; Fan and Toni 2012), where
an agent seeks to obtain information from another agent be-
lieved to possess it; and inquiry (Hitchcock and Hitchcock
2017; Black and Hunter 2009), where two agents collabo-
rate to find a joint proof for a query that neither could prove
individually. The advent of argumentative dialogue-based
systems (Black, Maudet, and Parsons 2021) illustrates the
great potential of argumentation for collaborative decision-
making and consensus-building in human-AI interaction set-
tings. However, these approaches often neglect the dynamic
nature of belief updating during dialogues.

On a similar thread, our work fits well within the litera-
ture on argumentation-based explainable AI (Fan and Toni
2015; Shams et al. 2016; Fan 2018; Collins, Magazzeni, and
Parsons 2019; Budán et al. 2020; Dennis and Oren 2022;
Rago, Li, and Toni 2023; Vasileiou et al. 2024). While these
approaches provide a solid foundation for argumentation-
based explanations, they do not explicitly focus on approxi-
mating the human users model, which is central to this paper.

Human Model Approximation
Accurate human models are crucial for effective human-
AI interactions. In argumentation, several approaches have
emerged. Rienstra, Thimm, and Oren (2013) proposed a
probabilistic opponent model for move selection based on
perceived awareness. Hadjinikolis et al. (2013) explored
dialogue history analysis to predict opponent arguments.
Hadoux et al. (2015) introduced probabilistic finite state ma-
chines and partially observable Markov decision processes
for modeling dialogue progression under uncertainty.

In other domains, various approaches to human model ap-
proximation exist. Deep learning has been used to simulate
and predict human behavior from large datasets (Hamrick
2019; Lake et al. 2017). Game-theoretic models reveal how
agents’ mental states affect choices and strategies in compet-
itive scenarios (Yoshida, Dolan, and Friston 2008; Camerer
2011). Planning formalisms have been utilized to learn hu-
man models in human-AI interaction settings (Sreedharan,
Chakraborti, and Kambhampati 2018; Sreedharan, Srivas-
tava, and Kambhampati 2018; Black, Coles, and Bernardini
2014). The problem of learning human preferences has also
been extensively studied, particularly in recommendation
systems (Fürnkranz and Hüllermeier 2010). Preferences are

often elicited via ranking or comparisons (Ailon 2012; Wirth
et al. 2017), or reinforcement learning paradigms (Wilson,
Fern, and Tadepalli 2012; Bıyık, Talati, and Sadigh 2022).

Most relevant to our work are those by Hunter (2013,
2015, 2016), which present methods for representing and
updating human beliefs through probability distributions
during persuasion dialogues. While they provided essential
theoretical groundwork, our approach extend them by incor-
porating insights from prospect theory and introducing per-
sonalized modeling capabilities that account for individual
differences in probability assessment.

As our approach is specifically designed for approximat-
ing human models in argumentation-based dialogues, we
compare it to the most relevant work in this space, namely
the work by Hunter (2015, 2016). We do not compare
it against non-argumentation approaches, as they lack the
specific structures and mechanisms necessary for handling
structured arguments and belief updates in dialogue settings.
Our focus on argumentative reasoning and uncertainty in di-
alogues requires specialized techniques that these general
approaches do not provide.

Background
We will use classical propositional logic to describe aspects
of the world. Consider a finite (propositional) language L
that utilizes the classical entailment relation, represented by
|=. The set of models (i.e., possible words) of L is denoted
by M, where each model mi ∈ M is an assignment of true
or false to the formulae of L defined in the usual way for
classical logic. For ϕ ∈ L, let Mod(ϕ) = {mi ∈ M |mi |=
ϕ} denote the set of all models of ϕ.

Building on a propositional language L, we model the un-
certainty of arbitrary formulae using a probability distribu-
tion over the models M of L:

Definition 1 (Probability Distribution). Let M be the set of
models of the language L. A probability distribution P on
M is a function P : M 7→ [0, 1] such that

∑
m∈M

P (m) = 1.

In essence, the probability distribution allows an agent to
create a ranking between possible words with respect to how
likely they are to be true. This then allows the agent to com-
pute the probability of a formula as follows:

Definition 2 (Probability of Formula). Let M be the set of
models of language L and P a probability distribution over
M. The probability of formula ϕ ∈ L is P (ϕ) =

∑
m|=ϕ

P (m).

Argumentation-based Dialogues: In an argumentation-
based dialogue, agents take turns exchanging arguments that
prove (or disprove) specific claims, where the structure and
relationships between these arguments are governed by the
underlying argumentation semantics (Black, Maudet, and
Parsons 2021). In this paper, we consider the semantics of
structured (deductive) argumentation (Besnard and Hunter
2014), where each argument is constructed using formulae
from language L. Formally,

Definition 3 (Argument). Let L be the language and ϕ ∈ L
a formula. Then,



Figure 1: Example dialogue trace T between two agents.

• Argument: A = ⟨Φ, ϕ⟩ is an argument for ϕ iff: (i) Φ ⊆
L; (ii) Φ |= ϕ; (iii) Φ ̸|=⊥; and (iv) ∄Φ′ ⊂ Φ s.t. Φ′ |= ϕ.
We refer to ϕ as the claim of the argument, and Φ as the
premise of the argument.

• Attack Relation: An argument A′ = ⟨Ψ, ψ⟩ attacks ar-
gument A = ⟨Φ, ϕ⟩ and vice versa (i.e., A attacks A′) iff
Φ ∪Ψ |=⊥, where ⊥ denotes falsity.
The attack relation captures conflicts between arguments,

which is essential for modeling disagreements.
Example 1. Let L be the language consisting of vari-
ables {a, b, c}. Then, A1 = ⟨{b, b → a}, a⟩ and A2 =
⟨{¬c,¬c → ¬a},¬a⟩ are two arguments for a and ¬a,
respectively. Note that A1 attacks A2 and vice versa, as
{b, b→ a,¬c,¬c→ ¬a} |= ⊥.

In real-world scenarios, arguments often come with some
degree of uncertainty. We can capture this uncertainty with
a probability distribution over the models M of L, and
then use it to compute the probability for any argument
A = ⟨Φ, ϕ⟩ using Definition 2, i.e., P (A) =

∑
m|=A P (m),

where m |= A is a shorthand notation to mean that the
premise Φ of A is true in m.

Now, in this paper, we are mainly interested in
argumentation-based dialogue traces between two agents,
i.e., finite sequences of arguments that attack each other:
Definition 4 (Dialogue Trace). Let ∆ be an
argumentation-based dialogue between agents α
and η. A dialogue trace from ∆ is defined as
T = ⟨(A1, x1)

t1 , (A2, x2)
t2 , . . . , (An, xn)

tn⟩, where
each (Ai, xi)

ti denotes the argument put forward by agent
xi ∈ {α, η} at timestep ti.

A dialogue trace T can also be represented as a tree with
n nodes and n − 1 edges, where each node i represents the
argument expressed at timestep ti, and there is a directed
edge from node j to node i iff argumentAj attacks argument
Ai, where 1 ≤ i < j ≤ n. Note that repeating arguments
within the same dialogue trace are not allowed to avoid infi-
nite loops. Figure 1 shows an example of the dialogue trace.

Approximating Human Models
We now introduce our framework that enables an agent to
progressively update its approximation of the human model
through argumentation-based dialogue traces.

Problem Setting and Assumptions: Our setting consists
of an AI agent (denoted α) interacting with a human user

(denoted η) via an argumentation-based dialogue. We make
the following key assumptions:

• Shared Domain Language: Both α and η have access to
and communicate in the same language L using a shared
vocabulary of atomic variables. This allows them to con-
struct domain-specific formulae.

• Probabilistic Human Model: The human model is repre-
sented as a probability distribution P ti

h over the possible
models M of L at each timestep ti. Initially, we assume a
uniform distribution: P t0

h (m) = 1
|M| for all m ∈ M.

• Dialogue Traces: We have access to (finite) dialogue
traces T produced by argumentation-based dialogues be-
tween α and η (Vasileiou et al. 2024).

In real-world argumentation, arguments often come with
some degree of uncertainty. To capture this, we associate a
probability p(Ai) with each argument Ai in the dialogue
trace. It is crucial to note that these probabilities represent
uncertainty from the perspective of the human user, that is,
how likely the human thinks that the argument is true.1

Updating the Human Model
Given a dialogue trace T , we employ a Bayesian approach to
update the agent’s probability distribution Ph over possible
human models. At each timestep ti, when an argument Ai is
presented, we perform the following update:

P ti
h (m) =


P

ti−1

h (m)∑
m|=Ai

P
ti−1

h (m)
· p(Ai) if m |= Ai

P
ti−1

h (m)∑
m ̸|=Ai

P
ti−1

h (m)
· (1− p(Ai)) if m ̸|= Ai

(1)
This update mechanism increases the probability of human
models that are consistent with the presented argument,
weighted by the argument’s associated probability p(Ai).
Models that are inconsistent with the argument have their
probabilities decreased accordingly.

A More Personalized Approach to Uncertainty Estima-
tion: While the Bayesian update approach provides a solid
foundation for estimating the human model, it does not ac-
count for the subjective nature of how humans perceive and
think about uncertainty. To address this, we introduce a more
personalized approach based on prospect theory (Kahneman
and Tversi 1979), which allows us to capture individual dif-
ferences in how humans evaluate probabilities in argumen-
tative contexts.2

We propose the following probability weighting func-
tion to model the relationship between “actual” probabilities

1These probabilities can arise from various sources, such as
incomplete or imprecise knowledge, subjective interpretations, or
lack of confidence in the reasoning process. Accounting for these
uncertainties is crucial for developing a more realistic and nuanced
model of human reasoning in argumentative contexts.

2According to prospect theory, humans tend to overweight
small probabilities and underweight large probabilities.
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Figure 2: Probability weighting function with value pairs
(s, r) given as {(0.5, 1), (0.5, 2), (0.5, 3), (0.3, 3), (0.7, 3)}.
Lower values of s imply that the average probability reflects
a lower level of human confidence in the agent’s argument,
whereas higher values of r suggest excessive distortion, ei-
ther through overweighting or underweighting of the prob-
ability. Note that the relationship between confidence and
probability is linear when s = 0.5 and r = 1.

p(Ai) and subjective probability perceptions, referred to as
confidence values σ(Ai):

σ(Ai) =

{
s+ (1− s) · (2 · p(Ai)− 1)r if p(Ai) > 0.5

s− s · (1− 2 · p(Ai))
r if p(Ai) ≤ 0.5

(2)
where parameter s ∈ (0, 1) determines the value of σ(Ai)
when p(Ai) = 0.5, regardless of the value of r, and param-
eter r ∈ [1,∞) controls the degree of this nonlinear distor-
tion. The relationship between s and r is shown in Figure 2.

In practice, we often need to infer the probability p(Ai)
from the observed subjective probability σ(Ai). To do this,
we invert Equation 2:

p(Ai) =

{
1
2 − 1

2 · ( s−σ(Ai)
s )

1
r if σ(Ai) ≤ s

1
2 + 1

2 · (σ(Ai)−s)
1−s )

1
r if σ(Ai) > s

(3)

Example 2. Consider the dialogue trace shown in Fig-
ure 1. At timestep t1, the agent asserts the argument A1 =
⟨{b, b → a}, {a}⟩. The human assigns a confidence value
of σ(A1) = 0.6 to this argument. Assuming s = 0.5 and
r = 1.5, the actual probability of A1 is computed using
Equation 3:

p(A1) =
1

2
+

1

2
· (0.6− 0.5

1− 0.5
)

1
1.5 ≈ 0.67

Suppose there are eight possible models, M =
{m1,m2, . . . ,m8}, with a uniform prior distribution
P t0
h (m1) = . . . = P t0

h (m8) = 0.125. Let m1 and m2 be
the models that entail argument A1, i.e., m1,m2 |= A1. Ap-
plying the update mechanism from Equation 1, we get:

P t1
h (m1) = P t1

h (m2) =
0.125

0.125 + 0.125
· 0.67 = 0.335

P t1
h (m3) = P t1

h (m4) = P t1
h (m5) = P t1

h (m6) = P t1
h (m7)

= P t1
h (m8) =

0.125

0.125 · 6
· 0.33 = 0.055

After this update, the models m1 and m2 that are con-
sistent with the agent’s argument have a higher probability
than the other six models, reflecting the human’s moderate
confidence in the argument.

At the next timestep t2, the human presents the argument
A2 = ⟨{¬c,¬c → ¬a}, {¬a}⟩ with probability p(A2) =
0.9. Let m3 and m4 be the models that entail argument A2.
Applying the update mechanism again, we get:

P t2
h (m1) = P t2

h (m2) =
0.335

0.335 · 2 + 0.055 · 4
· 0.1 = 0.038

P t2
h (m3) = P t2

h (m4) =
0.055

0.055 + 0.055
· 0.9 = 0.45

P t2
h (m5) = P t2

h (m6) = P t2
h (m7) = P t2

h (m8)

=
0.055

0.335 · 2 + 0.055 · 4
· 0.1 = 0.006

After this update, the models m3 and m4 that are consis-
tent with the human’s argument have a much higher prob-
ability than the models consistent with the agent’s previous
argument. The same process can be applied in the remaining
two timesteps.

Personalized Parameter Learning: To adapt the person-
alization parameters s and r to individual users, we can use
a data-driven approach based on dialogue traces and user-
provided model rankings. This method aims to find the op-
timal parameters that maximize the correlation between our
computed model rankings and the ground truth rankings pro-
vided by users.

The approach involves collecting two types of data from
users: Dialogue traces and model rankings. For a given pair
of parameters (s, r), we compute a ranking over models
using the probability weighting function and belief update
mechanism described earlier. We then evaluate the fit of pa-
rameters (s, r) by computing the correlation between our
computed ranking and the user-provided ground truth rank-
ing. The optimal parameters (s∗, r∗) are then determined by
maximizing the correlation:

(s∗, r∗) = argmax
(s,r)

ρ(s, r) (4)

where ρ(s, r) denotes the correlation between computed and
ground truth rankings.

The specific implementation details, including how we
split the data for learning and evaluation, is discussed in the
empirical evaluation section.

Empirical Evaluations
We now evaluate the effectiveness of our approach across
two dimensions: (1) Its ability to personalize and optimize
the probability weighting function parameters; and (2) Its
performance in approximating human models and estimat-
ing argument probabilities compared to existing methods.
To collect data, we conducted the following human-subject
study.



Human-Subject Study Description
We simulated a scenario where participants interacted with
an AI assistant named Blitzcrank to evaluate the suitabil-
ity of a fictional venue, Luminara Gardens, for a company
team-building event. This scenario was chosen to provide a
concrete context for argumentation while being accessible to
a general participant pool.

The study consisted of a series of interaction rounds (max-
imum 5) between each participant and Blitzcrank. Each
round followed this structure:
• Blitzcrank presented an argument about Luminara Gar-

dens’ suitability.

• Participants rated their confidence in Blitzcrank’s argu-
ment on a five-point scale: Very low (0.1), low (0.3), av-
erage (0.5), high (0.7), or very high (0.9).

• Participants selected and presented a counterargument to
Blitzcrank from a set of three options, each associated
with a confidence level.

• Participants ranked four different perspectives (i.e., mod-
els) on Luminara Gardens’ suitability.
The dialogue continued for up to five rounds, with the op-

tion to end earlier if agreement was reached.

Data Collection: We recruited 200 participants via the Pro-
lific platform (Palan and Schitter 2018), ensuring a diverse
sample.3 Participants were required to be fluent in English
and were compensated USD 4.00 for their time. After apply-
ing attention checks and coherence filters, we retained data
from 184 participants for analysis. For each participant i, we
collected:
• Dialogue traces Ti = ⟨(A1, x1, σ1)

t1,. . ., (Ani , xni , σni)
tni ⟩,

where ni ∈ {8, 10} is the number of completed interac-
tions, xj ∈ {Blitzcrank,Participant}, and σj is the partic-
ipant’s confidence value on argument Aj .

• Model rankings M t
i = ⟨mt

1,m
t
2,m

t
3,m

t
4⟩ after each

round t, where each round consists of two interactions
(e.g., two exchanged arguments).

• Final argument rankings Ri = ⟨a1, a2, . . . , am⟩, where
m is the total number of arguments presented.

• Post-study questionnaire responses assessing satisfaction
and interaction quality.

Experiment 1: Learning Optimal Personalization
Parameters
Our first experiment aimed to learn the optimal values for
the personalization parameters s and r in our probability
weighting function (Equations 2 and 3). This data-driven ap-
proach uses dialogue traces and user-provided model rank-
ings to maximize the correlation between our computed
model rankings and the ground truth rankings provided by
the participants.

Methodology: For each participant i with ni interactions,
we performed the following steps: First, we iterated over

3Ethics approval was obtained through our university’s IRB.
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Figure 3: Comparisons of Spearman’s rank correlation dis-
tributions in round four derived from the first k rounds of
interaction data Dk.

each k ∈ {1, 2, 3} rounds of interactions. Then, for each
k, we learn the optimal (sk∗i , rk∗i ) for participant i by:

(sk∗i , rk∗i ) = argmax
(s′,r′)

k∑
t=1

ρ(M t
i , M̂

t
i (s

′, r′)) (5)

where ρ is Spearman’s rank correlation coefficient (Spear-
man 1904), M t

i is the participant’s model ranking at t, and
M̂ t

i (s
′, r′) is the computed ranking using parameters (s′, r′),

where s′ ∈ {0.1, 0.2, . . . , 0.9} and r′ ∈ {1, 2, . . . , 8}.
Specifically, to compute M̂ t

i (s
′, r′), we:

• Used Equation 3 to transform confidence values σj in the
dialogue trace to probabilities.

• Applied the belief update mechanism (Equation 1) to
compute the distribution P t

h(m) over models.

• Ranked the models based on their probabilities in P t
h(m).

We then evaluated the learned optimal values (sk∗i , rk∗i ) for
each participant i in a future round k′ > k:

ρk
′

i = ρ(Mk′

i , M̂
k′

i (sk∗i , rk∗i )) (6)

This approach allows us to assess how well the learned
parameters generalize to new, unseen interactions in round
k′. By varying k, we can analyze how the amount of training
data affects the model’s performance.

Evaluation Metrics: We use Spearman’s Rank Correlation
ρ between computed and ground truth rankings, and Paired
Student’s t-tests to assess the statistical significance between
the evaluated methods.

Results: Figure 3 shows the distribution of Spearman’s rank
correlation coefficients in round four (i.e., k′ = 4 in Equa-
tion 6) using the optimized parameters from the first k inter-
action data Dk. We applied the learned parameters in round
four since the minimum number of rounds for all partici-
pants was four. A high positive correlation indicates method
effectiveness, with particular attention given to distributions



X
Y D1 D2 D3

D1 – 0.925 1
D2 0.075 – 0.985

D3 4.43× 10−4 0.015 –

Table 1: The p-values from Student’s t-tests assessing the
hypothesis that X outperforms Y in Experiment 1.

above 0.75. As the value of k increases, our approach can
better approximate the human model for the fourth round by
leveraging more data from previous rounds, enhancing pa-
rameter personalization for each participant. In this way, the
more data we use to learn personalized parameters, the more
accurately the human model is approximated.

To further assess the personalization component of Per-
sona with different values of k, we conducted paired Stu-
dent’s t-tests. Table 1 presents the p-values, evaluating
the hypothesis that X (rows of the table) outperforms Y
(columns). The results show that D3 statistically signifi-
cantly outperforms D1 and D2, with p-values smaller than
0.05. While D2 does outperform D1, there is no statistical
significance, as the p-value is greater than 0.05.

Experiment 2: Comparative Evaluation
The goal of our second experiment is two-fold: (1) To eval-
uate the effectiveness of our approach on approximating hu-
man models; and (2) To evaluate the effectiveness of our
approach on estimating the human beliefs of arguments. We
used the same evaluation metrics as in Experiment 1.

Experiment 2.1: Human Model Approximation
In this experiment, we evaluated the efficacy of our personal-
ized approach, referred to as Persona in subsequent figures,
in approximating human models. We compared our method
against the following baselines:4

• Generic: Instead of personalizing parameters for each par-
ticipant, we learned the same (s, r) for each participant in
the first k rounds, i.e., Equation 5 can be modified as:

(sk∗, rk∗) = argmax
(s′,r′)

∑
i

k∑
t=1

ρ(M t
i , M̂

t
i (s

′, r′)) (7)

This serves as an ablation study for Persona.

• SBU: The simple Bayesian update we proposed in Equa-
tion 1. This serves as an ablation study for Persona as
well.

• HM1: An argumentation-based method for updating
probability distributions of human models based on ar-
gument graphs (Hunter 2015).

• HM2: An enhanced version of Hunter’s HM1 that uti-
lizes the argument structure for updating the distribution
(Hunter 2015).

4Please refer to the supplement in our GitHub repository for
details about the baselines.

Round 2 Round 3 Round 4 Round 5
Interaction Rounds

0.0

0.1

0.2

0.3

0.4

D
is

tr
ib

ut
io

n 
w

it
hi

n 
[0

.7
5,

 1
]

Persona
Generic

SBU
HM1

HM2

Figure 4: Comparisons of Spearman’s rank correlation dis-
tributions in model estimation within [0.75, 1] in round k
(k = 2, 3, 4, 5) of human model rankings where parameters
are learned from the previous k−1 rounds. Note that for par-
ticipants with only four interactions, the results for Round 5
are identical to those of Round 4.

X
Rounds Round 2 Round 3 Round 4 Round 5

Generic 0.043 0.004 0.010 0.640
SBU 0.047 0.003 0.047 0.426
HM1 2.408× 10−6 3.255× 10−4 3.760× 10−5 0.006
HM2 5.730× 10−5 0.002 0.006 0.001

Table 2: The p-values from Student’s t-tests assessing the
hypothesis that Persona outperforms X in Experiment 2.1.

Results: We compared the Spearman’s rank correlation dis-
tributions in round k = {2, 3, 4, 5} of human model rank-
ings where parameters are learned from the previous k − 1
rounds among Persona and its ablations and the two base-
lines. Figure 4 displays the distribution of Spearman’s rank
correlation coefficients for interval [0.75, 1] for human mod-
els.5 We observed that Persona performed better than all the
other methods in all rounds. Compared to Generic and SBU,
the results demonstrate that incorporating both personaliza-
tion and the weighting function increases the accuracy of
model approximation. Notably, Persona significantly outper-
formed HM1 and across all rounds, and HM2 across rounds
2, 3, and 5. Interestingly, Hunter’s HM2 has close results
to Persona in round 4 due to the randomness of the method
during the ranking procedure.

We also conducted paired Student’s t-tests among vari-
ous methods, where Table 2 presents the p-values evaluating
the hypothesis that Persona outperforms method X in hu-
man model approximation across different rounds. The re-
sults demonstrate that Persona statistically significantly out-
performs all the other methods in almost all rounds. These
findings underscore Persona’s capacity to effectively utilize
existing data to learn personalized parameters for each par-
ticipant, thereby enhancing the accuracy of human model

5We omit Spearman’s rank correlation coefficients in other in-
tervals, but we describe them in the supplement.
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Figure 5: Comparisons of Spearman’s rank correlation dis-
tributions for argument beliefs across different methods.

estimation in the subsequent round compared to state-of-the-
art baselines and the ablation variants.

Experiment 2.2: Human Argument Belief Estimation
In this experiment, we evaluated the efficacy of Persona
in estimating argument beliefs. For baselines, we used the
state-of-the-art method for learning probability distributions
of arguments by Hunter (2016), referred to asHA, as well as
the ablation variants used in Experiment 2.1. Unlike in Ex-
periment 2.1, we only use data from a subset of individuals
from the human-subject study. Specifically, we omitted data
of individuals whose dialogue traces ended with the agent
because, for these individuals, there were only two relevant
arguments that they needed to rank. In contrast, the other
group of individuals who ended their conversations had four
arguments that they needed to rank. Two arguments are, in
our opinion, too few for meaningful comparisons.

Results: Figure 5 displays the distribution of Spearman’s
rank correlation coefficients for argument beliefs. Persona
applies the personalized values of s and r during the first
ni − 1 rounds for each participant i in argument belief esti-
mation, while Generic uses fixed values of s and r learned
from the first three rounds across all participants. Focusing
on the range [0.75, 1] of high correlation, our results show
that Persona outperforms its ablation variants, demonstrat-
ing the benefits of learning and personalization in improv-
ing argument belief estimations. Additionally, it surpasses
the HA method as well.

To better understand the statistical significance of this ob-
servation, we also conducted paired Student’s t-tests. Table 3
presents the p-values evaluating the hypothesis that method
X (rows) outperforms method Y (columns) in argument be-
lief approximation. Surprisingly, there is no statistical dif-
ference between Persona and SBU, as the p-value is signif-
icantly larger than 0.05. The reason is that while Persona
does better than SBU in the high correlation range, SBU does
better in the other ranges. However, the improvement of Per-
sona over Generic and HA are statistically significant, with
p-values smaller than 0.05. Additionally, especially note-

X
Y Persona Generic SBU HA

Persona – 0.002 0.569 2.105× 10−11

Generic 0.998 – 0.999 5.674× 10−8

SBU 0.431 0.001 – 1.410× 10−11

HA 1 1 1 –

Table 3: The p-values from Student’s t-tests assessing the
hypothesis that X outperforms Y in Experiment 2.2.

worthy are the extremely small p-values for Persona and the
two ablation variants over HA, highlighting the strength of
our framework against the state of the art.

Computational Results
We implemented Persona and evaluated its performance on
a MacBook Pro with a 2.2 GHz Quad-Core Intel Core i7
processor and 16GB of RAM. Persona took approximately
0.6 seconds to compute probabilities for each s and r pair of
hyperparameter values per participant. In comparison, meth-
ods HM1 and HM2 took around 9 seconds and 41 seconds
per participant, respectively, whereasHA required just 0.003
seconds to compute argument beliefs. These runtimes indi-
cate that all approaches, particularly Persona, are suitable
for real-time evaluations in practical applications. However,
it is important to note that additional time would be required
for translating between natural language and logic, which is
an area we plan to address in future work.

Conclusions and Future Work
In this paper, we introduced Persona, a novel frame-
work for personalizing human model approximations
in argumentation-based dialogues. Persona combines a
Bayesian belief update mechanism that refines probability
distributions over potential human models during dialogues
with a prospect theory-inspired probability weighting func-
tion. This combination allows for the incorporation of un-
certainty estimates for both agent and human arguments
while capturing individual differences in how humans eval-
uate probabilities in argumentative contexts.

Through a comprehensive human-subject study involv-
ing 184 participants, we demonstrated the effectiveness of
Persona in both model approximation and argument belief
estimation. Our empirical evaluations showed that Persona
significantly outperforms state-of-the-art methods in terms
of Spearman’s rank correlation and statistical significance
tests. Furthermore, our computational results indicate that
Persona is suitable for practical applications, with competi-
tive runtime performance compared to existing methods.

For future work, we plan to investigate how these learned
human models can be used to generate more persuasive ar-
guments as well as apply them to other applications, includ-
ing automated planning (Chakraborti et al. 2017; Sreedha-
ran, Chakraborti, and Kambhampati 2020; Vasileiou et al.
2022; Vasileiou and Yeoh 2023) and scheduling (Čyras et al.
2019; Agrawal, Yelamanchili, and Chien 2020; Pozanco
et al. 2022; Vasileiou, Xu, and Yeoh 2023).
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